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Measurement and management of errors in quantitative gait data
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Abstract

Gait analysis is a valuable tool in the evaluation of children and adults with movement disorders. The data produced from gait analysis,
however, is not necessarily free of errors. The purpose of this study was two-fold: (i) to estimate the errors associated with quantitative gait
data; and (ii) to propose a method for incorporating the knowledge of these errors into the clinical interpretation process. An experimental
protocol was designed that allowed within-subject, within-observer and between-observer errors to be computed at each point in the gait
cycle. The estimates were then used in a practical scheme for detecting significant deviations in joint angles. The results of this study provide
a means for managing error, while simultaneously improving the rigor and objectivity of clinical interpretations.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Clinical gait analysis is the standard of practice for eval-
uating patients with gait abnormalities. The ability of clin-
icians to discern findings that are meaningful from those
that are insignificant or artifactual is therefore essential. In
most clinical laboratories, patient gait data is compared to
the average response of able-bodied control subjects (con-
trol data). This data is often referred to as normal data. The
control data provides a reference for the study of pathologi-
cal gait patterns. Comparison of patient data to control data
forms the basis for clinical decisions, as well as the standard
by which the success of surgical intervention is measured.
Consequently, the question frequently asked by clinicians is:
“How many degrees does—have to deviate from the control
before it is significant?” If experimental errors conceal im-
portant gait deviations, meaningful information will be lost.
On the other hand, if the limitations of the method are not
understood, small deviations may be considered meaning-
ful, thereby leading to “over-interpretation”.

Natural variability exists in the gait of able-bodied per-
sons, and can be attributed to many factors including age,
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height, and walking speed[1–4]. Natural variability, how-
ever, should not be confused with experimental error. Many
specific sources of experimental error are widely known and
well characterized. For instance, the effect of thigh coordi-
nate system alignment on hip rotation, knee varus/valgus,
and knee flexion/extension angles has been documented
[5]. Overall experimental error has also been examined in
recent studies. The work of Gorton et al. quantified errors
arising within and between observers, laboratory sites, and
commercial gait analysis systems[6]. The Gorton study
exposed many unexpectedly large sources of experimental
error. However, the study was not designed in a manner that
allowed precise quantification of intra-subject, -observer
and inter-observer errors. The errors in gait data inevitably
lead to confusion over the proper diagnosis and course of
treatment. Skaggs et al. studied this problem and found
only slight to moderate agreement between physicians’ in-
terpretation of gait data[7]. It is likely that the differences
in interpretation are due, at least in part, to the interpreters’
inability to consistently separate those deviations that
are statistically significant from those that are possible
artifacts.

Two error estimates are germane to gait analysis: an esti-
mate of the standard error of the control data and an estimate
of the standard error of an individual patient’s data. In clini-
cal gait analysis, it is common to see the standard deviation
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Fig. 1. The different sources of error in gait data. Intrinsic errors are
those that arise naturally, either through trial-to-trial or subject-to-subject
variability. These errors cannot be reduced, but need to be measured as
a baseline for comparison.

of the control data used as the sole measure of experimen-
tal error. There are at least three reasons why this approach
is wrong. First, the standard deviation of the control data
conflates experimental errors with the natural variations that
exist in the gait of able-bodied subjects. Second, the gait of
a patient is typically compared to the able-bodied average,
not to the gait of a randomly selected individual. Thus, the
appropriate uncertainty estimate for the control data is the
standard error of the mean (sem= σ/

√
Nsubjects) not the

standard deviation (σ). Third, by ascribing all of the uncer-
tainty to the control data, the interpreter makes the errant
assumption that the patient data is untainted by experimen-
tal error. Most laboratories have an estimate for the standard
error of their control data; the standard error for an individ-
ual, however, has not been previously reported.

Variations in measured gait patterns arise from different
sources (Fig. 1). Some variations arise from experimental
errors, and are candidates for quality improvement measures
(extrinsic). Other variations occur naturally, and can only be
measured and managed (intrinsic). This study focused on
inter-trial variation along with inter-session and -therapist
errors. Inter-trial variation measures the intrinsic repeatabil-
ity of gait patterns, thereby serving as an important refer-
ence level to which the extrinsic sources of error can be
compared. Inter-session and -therapist errors are extrinsic,
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4-therapists 
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Fig. 2. The repeated-measures experimental design. Two healthy adult subjects (subj) were tested. Each subject underwent three gait analysis sessions
(sess) conducted by each of four physical therapists (ther). Five walking trials were obtained during each session.

arising from various methodological sources including pal-
pation, anthropometric measurements, alignment processes,
regression based joint centers and spatial resolution of the
motion capture system to name a few.

2. Materials and methods

This study consisted of two parts: (i) estimating the ex-
perimental errors inherent in gait analysis; and (ii) incorpo-
rating these errors into the clinical interpretation of patient
data.

2.1. Part I. Estimating experimental errors

The three-dimensional gait data of two healthy adult sub-
jects (subj) was acquired. Subject 1 was a 40-year-old fe-
male, 175 cm in height and 75 kg in mass. Subject 2 was a
36-year-old male, 183 cm in height and 91 kg in mass. Each
of the subjects underwent 12 gait analysis sessions (sess);
three sessions conducted by each of four different staff phys-
ical therapists (ther) (Fig. 2). The subjects donned a stan-
dard clinical marker set (modified Helen Hayes marker set).
Marker trajectories were acquired using a 12-camera opto-
electronic system (Vicon 512, etc.). Subjects were asked to
walk at a self-selected speed. Five walking trials (trial) were
acquired during each session. A validated biomechanical
model was then used to compute lower extremity joint kine-
matics (Vicon Clinical Manager). The inter-trial, -session
and -therapist errors were estimated using standard statisti-
cal means. For clarity, the statistical procedures are briefly
outlined. Let Φ denote a gait variable (e.g.Φ = knee
flex/extension) and let the indicesk, l andm denote thera-
pist, session and trial. ThenΦsubj

klm (t) is a gait variable for one
subject (subj) associated with a single trial (m), a single ses-
sion (l), and a single therapist (k). The variableΦsubj

klm (t) has
an explicit dependence on a time-like parameter (t). In this
study,t was percent gait cycle, assuming 51 evenly spaced
values from 0% to 100%. Except where necessary to elim-
inate ambiguity, thet is dropped from the notation and all
equations apply at every point in the gait cycle.
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Session, therapist and subject averages forΦ(t) were de-
fined by pooling data accordingly:

session : Φ̄
subj
kl = 1

Ntrials

Ntrials∑
m=1

Φ
subj
klm

therapist : Φ̄
subj
k = 1

NsessNtrials

Nsess∑
l=1

Ntrials∑
m=1

Φ
subj
klm

subject : Φ̄subj 1

NtherNsessNtrials

Nther∑
k=1

Nsess∑
l=1

Ntrials∑
m=1

Φ
subj
klm

. (2.1)

Deviations (
) of Φ
subj
klm were then computed for each trial

inter-trial : 
Φ
subj,trial
klm = Φ

subj
klm − Φ̄

subj
kl

inter-session : 
Φ
subj,sess
klm = Φ

subj
klm − Φ̄

subj
k

inter-therapist : 
Φ
subj,ther
klm = Φ

subj
klm − Φ̄subj

. (2.2)

Inter-trial deviations measure the stride-to-stride (intrin-
sic) variability of the subject’s gait pattern. Inter-session
deviations measure the errors introduced when a single
therapist (observer) repeats the gait evaluation. Finally,
inter-therapist deviations measure the errors introduced
when multiple therapists (observers) measure the gait of a
subject. The deviations inEq. (2.2)are relative to subject
means, hence inter-subject variability is eliminated and the
deviations for the two subjects can be pooled as follows:


Φtrial
p = {
Φ

subj=1,trial
klm , 
Φ

subj=2,trial
klm }


Φsess
p = {
Φ

subj=1,sess
klm , 
Φ

subj=2,sess
klm }


Φther
p = {
Φ

subj=1,ther
klm , 
Φ

subj=2,ther
klm }

. (2.3)

In Eq. (2.3)p is a trial counting index ranging from one to the
total number of trials (Ntotal = NsubjNtherNsessNtrial = 120).
The estimated standard error ofΦ is the standard deviation
of 
Φsource,

σsource
Φ(t) =

√√√√ 1

Ntotal − 1

N∑
p=1

(
Φsource)2, (2.4)

where source assumes the values trial, sess or ther, thus mea-
suring the intra-session, -observer and inter-observer sources
of error noted above. Note thatσsource

Φ(t) is an explicit func-
tion of t, meaning that it takes on different values for each
point. Eqs. (2.1)–(2.4)can be represented graphically for a
single subject (Fig. 3).

2.2. Part II. Incorporating error estimates into data
interpretation

Onceσsource
Φ(t) has been calculated, it can be used to aid in

the evaluation of kinematic deviations between patients or
conditions. Four obvious comparisons exist:

1. Patient pre-treatment versus average control.
2. Patient post-treatment versus average control.
3. Patient pre-treatment versus patient post-treatment.
4. One patient versus another.

At issue in these comparisons is whether or not an ob-
served deviation reaches a level of statistical significance.
Failure to reach statistical significance suggests that the de-
viation is too small to be reliably measured. Point-by-point
assessment of gait deviations can be made using standard
statistical techniques as follows:

Let Φ1(t) andΦ2(t) represent the kinematics for two con-
ditions or subjects. In scenario (1) above,Φ1(t) is a patient’s
pre-treatment data andΦ2(t) is the average laboratory con-
trol value for the same data. The point-by-point difference
between patient and average control is

δ(t) = Φ1(t) − Φ2(t) (2.5)

The null hypothesis is that the expected value forδ(t) is
zero. In other words, there is an underlying assumption
that the patient and laboratory control data are equal on a
point-by-point basis. The test statistic is:

z(t) = Φ1(t) − Φ2(t)√
S.E.2

Φ1(t)
+ S.E.2Φ2(t)

, (2.6)

where the standard errors (S.E.) are computed from the stan-
dard deviations based on the nature of the comparison (i.e
single trials, session averages, etc.). If there is a 95% chance
that the null hypothesis is wrong, and the patient’s data dif-
fers from the control, then the joint angle at timet is char-
acterized as pathological (probability of Type I error<5%).
It must be emphasized that finding a joint angle to be patho-
logical at a single point, or a collection of points, does not
imply that the entire curve deviates from the control. Fur-
ther, it is important to recognize that the probability of er-
rantly characterizing pathological data as typical (Type II
error) is neither controlled for nor reported in this study. In-
stead of reporting Type I errors, it would be equally valid
to report Type II errors. These errors could be estimated us-
ing the experimental/analytical methodology described here.
The choice to report Type II errors would reflect an underly-
ing assumption that a patient’s gait data is assumed to differ
from the control until proven otherwise. Both views have
merit, and neither is without shortcomings. Proper interpre-
tation of statistical error probabilities necessarily calls for
an understanding of statistical assumptions and limitations.

3. Results

3.1. Part I. Estimation of experimental errors

The inter-trial, -session and -therapist errors in lower ex-
tremity kinematics were calculated for every point in the gait
cycle (Fig. 4). The reliability of a joint angle is measured
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Fig. 3. A schematic depiction of the statistical analysis. Inter-trial differences arise due to the natural (intrinsic) variability that occurs from stride-to-stride.
Inter-session errors reflect the ability of a single therapist (observer) to repeatedly acquire gait data. Inter-therapist errors reflect the overall reliability of
gait data for the laboratory.

by its standard error. Valuable information is contained in
both the magnitude of the inter-therapist error and its ratio
to inter-trial error (r = σther/σtrial). The inter-trial error is
free of methodological errors, and thereby serves as an ap-
propriate baseline for comparisons.

Of the 11 joint angles, pelvic obliquity and pelvic ro-
tation were the most reliable (meanσther = 1.5◦, mean
σther/σtrial = 1.4). Pelvic rotation depends primarily on the
transverse plane orientation of the line connecting the ante-
rior superior iliac spines (ASIS). This direction is essentially
free of palpation error since the frontal plane of the pelvis
acts as an impenetrable alignment reference. Pelvic obliquity
contained smaller inter-therapist errors than pelvic rotation
(meanσther = 1.2◦) but a larger ratio of inter-therapist to
inter-trial error (σther/σtrial = 2.6). Pelvic obliquity depends
primarily on the vertical alignment of the ASIS markers,
which requires manual palpation and alignment, accounting
for the increased influence of methodological error. Pelvic
tilt contained significantly larger errors than the other pelvic
angles (meanσther = 2.8◦, σther/σtrial = 4.0). This is largely
due to the introduction of a third palpated marker at the pos-
terior superior iliac spine.

At the hip, the largest errors were in transverse plane
rotation (meanσther = 4.5◦, σther/σtrial = 4.2). Problems
with orienting the knee alignment device (KAD) contribute
significantly to the errors in this angle. Hip flex/extension
was more reliable than hip rotation (meanσther = 3.5◦,
σther/σtrial = 3.0). Hip ad/abduction was the most reliable

of the hip angles overall (meanσther = 2.2◦). Closer inspec-
tion, however, revealed that hip ad/abduction had high ratio
of extrinsic-to-intrinsic error (σther/σtrial = 3.8), suggesting
a significant proportion of error arose from methodological
sources such as the medial-lateral position of the hip center,
as determined by the regression equations.

At this point, it is appropriate to point out that the biome-
chanical model used in this study is hierarchical. In a hier-
archical model, errors propagate “downstream”, from prox-
imal to distal. Errors in pelvic angles, therefore, generate
errors in hip, knee, and ankle/foot angles. In addition to hi-
erarchical effects, hip–knee errors are also influenced by the
location of the hip and knee joint centers. Marker placement,
measured anatomical dimensions and KAD placement de-
termine these joint locations.

Errors in knee angles mainly arise from three sources: up-
stream effects, joint center locations, and KAD alignment.
Misalignment of the KAD generates errors through “cross
talk”, the mathematical interaction between planes of finite
rotation. The cross talk effect is most prominent in the swing
phase knee var/valgus data, when knee flexion is large. Dur-
ing stance phase, when the small knee flexion magnitude
minimizes the cross talk effect, the knee var/valgus errors
are similar to the hip ad/abduction errors. It is worth not-
ing that knee var/valgus contains the smallest inter-trial er-
rors and the largest inter-therapist to inter-trial ratio (mean
σther = 0.5◦, meanσther/σtrial = 5.0). The logical con-
clusion to be drawn from this is that deviations in knee
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Fig. 4. Errors in lower extremity joint kinematics for the two able-bodied subjects. The toe-off line is the average for the two subjects. The overall
reliability of a joint angle is measured by the inter-therapist error. The ratio of inter-therapist to inter-trial error reveals the influence of experimental
(extrinsic) errors.

var/valgus data almost certainly arise from experimental er-
rors. This, in turn, supports the increasingly common use
of the knee var/valgus data as an ad hoc quality assurance
tool. Errors in knee flex/extension data were similar to those
seen in hip flex/extension (meanσther = 3.4◦). Inter-trial
errors in knee flex/extension were relatively large (mean
σtrial = 1.6◦), implying that trial-to-trial variability detracts
from the reliability of this data. Knee rotation errors es-

sentially mirror hip rotation errors owing to their shared
genesis.

Foot progression exhibited the greatest inter-therapist er-
ror (meanσther = 5.3◦) and a large ratio to inter-trial er-
ror (meanσther/σtrial = 3.2). This finding was particularly
disconcerting for two reasons. First, mean foot progression
is central to the planning of tibial derotational osteotomies.
Second, at the laboratory where the study was conducted
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Fig. 5. Point-by-point assessment of significance. A typical dorsi/plan-
tarflexion curve for a patient with a short gastrocnemius is shown. The
error bars on the pre-operative patient data (�) are the inter-therapist errors
for dorsi/plantarflexion. The error bars on the control data (no symbol)
are the standard error of the mean laboratory control. The statistical
significance (P-value) of the deviation is reported on a point-by-point basis
along the bottom of the graph. For this example, significant deviations
exist for a majority of the gait cycle (≈80%).

there was a prevailing impression that foot progression was
reliable. Errors in foot progression arise from the place-
ment and alignment of foot markers. Post-hoc examina-
tion of the laboratory marker-placement protocols revealed
large inter-therapist discrepancies in both the appreciation
of proper foot marker placement and the methods used to
achieve that placement. Dorsi/plantarflexion exhibited small
inter-therapist errors (≈2◦) throughout most of the gait cy-
cle. The error increased sharply near toe-off, where there is
a doubling of inter-trial variations, implying that foot posi-
tion at toe-off is inherently variable.

3.2. Part II. Incorporating error estimates into data
interpretation

The point-by-point assessment of deviations was demon-
strated using a single curve (dorsi/plantarflexion) from a
diplegic patient. The point of this example is to demonstrate
the utility of the method, not to evaluate the actual patient or
the outcome of specific interventions. In the clinical setting,
other factors would be important. These factors are beyond
the scope of this article.

The following comparisons were made.

(a) Pre-intervention versus average control (Fig. 5).
(b) Post-intervention versus average control (Fig. 6).
(c) Pre-intervention versus post-operative (Fig. 7).

The comparison curve is that of the average laboratory
control, not the two subjects used in the determination of
the error estimates in Part I. The error estimates depend
on the experimental methods used in the laboratory. It was,
therefore, deemed proper to ascribe these error estimates to
the patient’s data.
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Fig. 6. The dorsi/plantarflexion data following surgical gastrocnemius
lengthening (�) is displayed along with the average control data. Signifi-
cant deviations from the control data exist near initial contact and toe-off.
The percent of the gait cycle in which significant deviations exist has
been reduced from 80% to 30%.

Clinical interpretation of gait data involves identify-
ing problems, proposing possible causes, and selecting
solution strategies. A point-by-point assessment objec-
tively highlights the portions of the gait cycle in which
deviations are more prevalent or significant, thereby high-
lighting problems and/or the efficacy of treatments di-
rected at those problems. The sample pre-operative an-
kle dorsi/plantarflexion data showed significant deviations
into plantarflexion throughout most (80%) the gait cycle
(Fig. 5). While there are many possible causes for this
sort of deviation, it is commonly attributed to shortness of
the gastrocnemius in the spastic-diplegic population. The
post-operative data demonstrated the effect of a surgically
lengthened gastrocnemius. Some dorsiflexion deviations
existed near initial/terminal contact and at toe-off. How-
ever, these deviations comprised only 30% of the gait cycle
(Fig. 6). Comparison of the patient to her/himself showed
significant pre–post changes in terminal-stance and swing
(Fig. 7).
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Fig. 7. Comparison of pre-operative (�) and post-operative (�) data
shows that significant changes occurred in terminal stance and swing
suggesting an effective intervention.



202 M.H. Schwartz et al. / Gait and Posture 20 (2004) 196–203

4. Discussion

The errors in quantitative gait data were evaluated using a
repeated measures experimental design and standard statis-
tical analyses. The values presented here are only valid for
the laboratory that was studied. A laboratory with a different
number of persons involved in the clinical testing, a different
set of testing protocols, or a different biomechanical model,
would be likely to find somewhat different results. Neverthe-
less, the errors measured here show trends, and have general
magnitudes, that are likely to be consistent across laborato-
ries and commercial gait analysis systems. Furthermore, the
methodology presented is widely applicable.

Using gait data to enhance clinical decision-making re-
quires three distinct tasks. The first is to identify signifi-
cant gait deviations. The second is to decide whether the
deviations reflect primary pathology, secondary symptoms,
or compensatory mechanisms. The third is to decide if and
how the deviations can be treated. Among clinicians, there
is considerable disagreement in the surgical decisions made
using gait data[7]. This is due in large part to differences
in treatment philosophy. However, the confounding effect
of methodological errors and the lack of objectivity in as-
sessing the significance of deviations certainly contributes
to this inconsistency. Some of the most frequently used vari-
ables are also those that exhibit the greatest errors (e.g. hip
rotation and foot progression for the planning of femoral
and tibial derotational osteotomies). It is clear that the re-
duction of methodological errors must be a high priority in
gait analysis. To reduce errors, however, it is first necessary
to identify their source. Measuring inter-trial, -session, and
-therapist errors aids in identifying the angles and portions
of the gait cycle most susceptible to methodological short-
comings.

While improving accuracy is an important goal, accurate
data is of little use if it is injudiciously interpreted. The
point-by-point assessment approach gives an unbiased tech-
nique for identifying significant deviations during routine in-
terpretation sessions. Clinical significance may then be sub-
jectively judged, aided by the knowledge of statistical signif-
icance and inherent methodological errors. Clinical signifi-
cance is often subjectively defined by a spectrum of factors
including: functional changes in a patient’s gait, changes in
the desired direction of correction and the magnitude of the
observed change. There is no objective way to decide on the
clinical significance of a statistically significant finding. For
example, modest improvements in mid-stance dorsiflexion
may have statistical significance but not provide the patient
with any tangible functional advantage. On the other hand,
the same magnitude change during swing phase may allow
the patient to attain foot clearance that was lacking prior to
intervention. Evaluating statistical significance is therefore
only the first important step necessary to make rational de-
cisions based on quantitative gait data.

One important limitation of the proposed method is the
use of point-by-point comparisons. The value of a joint angle

at one time is not independent of values of that angle at other
times. Several variables, including walking speed, can influ-
ence the magnitude, pattern and timing of joint angle data. It
is, therefore, possible that what appears to be a deviation in
magnitude may actually constitute a shift, contraction or di-
lation of the gait cycle. Time normalization reduces, but does
not eliminate, this effect. The bootstrap method attempts to
account for these effects in a more robust manner[8]. The
bootstrap method generally produces larger (more conser-
vative) error estimates than the point-by-point method. An-
other means for dealing with the interdependence of the data
is to use a Bonferonni adjustment; assuming that each point
in the gait cycle is influenced by every other point, or by
some number of neighboring points[9]. As with the boot-
strap method, the Bonferonni adjustment produces a more
conservative estimate of significance. These methods differ
almost exclusively in the computed degree of significance,
not in the regions of the gait cycle identified as most deviant.
Therefore, the question of interdependence comes down to
the degree of certainty required to designate a deviation as
statistically significant. Degree of certainty also influences
the choice to report Type I versus Type II errors.

This study is similar to many statistical analyses in that
the answer obtained depends partly on the way the question
is asked. Regardless of whether or not statistical significance
is computed, whether Type I or Type II errors are reported,
or whether aP < 0.05 orP < 0.01 level is chosen for sig-
nificance, the error estimates computed with this methodol-
ogy reflect the reliability of the calculated gait data. If only
for this reason, the method has value for the clinical gait
community.

Technical advances will continue to improve the reliabil-
ity and validity of gait data. The results described here quan-
tify some strengths and weaknesses of the standard clinical
gait model. In doing so, they provide a valuable means for
directing quality assurance and model improvement efforts.
The use of error estimates in clinical gait analysis can im-
prove the rigor and objectivity of clinical interpretation by
shifting the focus to gait deviations that exceed the level of
experimental uncertainty.
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